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ECONOPHYSICS AND THE KOLKATA PAISE RESTAURANT
PROBLEM: MORE IS DIFFERENT

BOAZ TAMIR1

We hereby give a broad description and motivation for the new science of Econophysics, in the
general scientific context of socio-physics. Next we describe the Kolkata Paise Restaurant Problem
(KPR) which is one of the cornerstones of Econophysics. We review the main results of KPR in a
simple language. Next we present the notion of quantum games and quantum strategies and thereby
quantum KPR. We conclude by suggesting a new version of KPR.
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Econophysics: Introduction and Motivations

The term Econophysics was coined by Eugene
Stanley during a conference held in Kolkata at
1995, organized by Bikas Chakrabarti. As described

by Stanley1 several years ago, the new discipline had some
large amount of data, with no particular laws or theory.
Stanley compares this with the state of other disciplines in
physics such as superconductance where the phenomena
was described way before the presentation of the theory.
Econophysics is the unification of two different scientic
cultures: “ ...a physicist’s culture and a typical economist’s
culture, are really quiet different..”. Its biggest challenge
as Stanley put it, is to describe fluctuations in economics,
and his suggestions to young scientists is to present Big
Data into the theory.

Since then the activity grew large, in particular in
Kolkata2. As Ghosh put it; the main motivation of the
Indian Statistical Institute in Kolkata was to promote
interdisciplinary research in natural and social sciences. The
work on Econophysics started around 1990 in the Saha
Institute of Nuclear Physics. To name just a few
introductory books on the subject we refer the reader
to3-7.

In Econophysics statistical mechanics is widely used:
kinetic theory of gas, percolation, diffusion, self

organization, phase transition, etc. Other discipline of
physics are also used such as: chaos, network theory,
classical and quantum information theory etc. Econophysics
relies also on mathematical theories such as game theory,
in particular bounded rational potential games.

Econophysics is the new marriage of economy and
physics. It is the use of mathematical models used mainly
in physics in the description of phenomena known in
economics8. It is based on the belief that ensemble of
people behave like particles, and therefore could be
described using method in statistical physics. It is a new
and revolutionary form of social science; ‘social physics’
as will be described below. It was Schelling9 who was
probably the first to use such a method. Schelling was
researching the phenomena of segregation by looking at
opinions and views of Blacks and Whites. They were asked
about their opinion concerning the possibility of living
among the others. It turned out that Black people were
willing to live among White people as long as they were
not the sole Black surrounded by Whites. The same was
true for Whites. The results were cast on a computer. It
was the time of hype in computer usage describing chaos
and fractals. He described a computer game were each pixel
corresponds to a person. In the game a black point was
moved if it was all surrounded by white points and vise
versa. Although the true opinions were very much mild,
simulations gave segregations into islands of Blacks and
islands of Whites. This means that segregation is bound to
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occur even with no racist opinions. It is important to note
here that there seams to be no other explanation for the
results. Classical sociology could not explain Schelling’s
results. The emerging ‘islands’ Schelling observed were an
example of an emergent property10 i.e. a global phenomena
which stems out of local relations between the agents. This
is the crux of emergent properties, the global properties
which emerge are clearly the results of the local
interactions, but can not be explained by reduction to those
details. This simple research was the cornerstone of a new
approach to social science. If we can simulate other
phenomena by such ‘cellular automata’, we can perhaps
predict their occurrence and evolution. We can therefore
use such cellular automata as a research tool. This is
perhaps less than understanding the phenomena, however
‘understanding’ itself could be very much controversial11.

In12 Laughlin suggests the idea that sciences are now
in the middle of a revolution, a change from the epoch of
reductionism into an age of emergent behavior laws of
nature. He also suggests the idea that emergency is in itself
a new law of physics. This of course would take ‘social
physics’ very close to other hard-core sciences.

We hereby name just a few examples of socio-physics;
in13 Solomon introduced a mathematical universal diffusion
model for two type of agents. The first, A, is an enzyme
type element that enhance the production of a second
element B. Simulations show clustering of the Bs around
the As, so the As are like condensation points. In the
language of Solomon: Life is discrete! Solomon used his
theory to describe several economic phenomena14. In15

Prigogine suggested self-organization to describe urban
design. In16 self-organization was suggested in Game of
Life and economics. In17,18 Havlin was modeling urban
growth using percolation theory. In19 Epstein and Axtell
suggested and discussed the notion of ‘articial society’. In20

a master equation for a kinetic model of trading market
was discussed. In21 a new measurement tool was presented
to Econophysics: the Complexity- Entropy causality
measurement. The new tool was then used to measure stock
market ineciency.

The recent abundance of new software such as cellular
automata, virtual game software, agent based modeling etc,
all bring about a plethora of new results. For a most
conclusive introduction see22, for some particular examples
see; simulating diusion of information23, simulating
violence24, simulating urban behavior25, simulating opinion
formation6, trac, and even26,6 trajectories of pedestrians
walking in a crowd.

Other organisms like ants, bees, swaps, flock of fishes,
all behave in a ‘social way’ stress the point that we are

more similar to simple organisms then we usually think,
and some of our social behavior is a natural result of
evolution. Looking at flocks of fishes we can identify a
process of decision making27 which is amazingly similar
to what we know in humans. It also stresses the fact that
some ‘social behavior’ is indeed an emergent property of
local interactions between agents28,29.

Recently, there is a growing interest in the new science
of computational sociology or quantitative socio-dynamics.
In30 Helbing is introducing terms from physics into social
science, such as diffusion theory, social forces in terms of
the Fokker-Planck equation, gravity models, non linear-
dynamics, etc. However, the difference between Helbing’s
computational sociology and sociophysics as we present
here is in the role of the theory of emergent properties.

In the following we will present the main features of
this revolutionary idea, its current and future consequences,
its meaning in the context of the history and philosophy of
science.

The Difference Between Classical Quantitative
Social Science and the New Paradigm of Sociophysics :
Let us have a quick look at the old paradigm of sociology.
In the context of the old paradigm the properties of the
group is reflecting the properties of each of its elements.
We average the property of the group and relate this
average to each of its elements. We also correlate between
different properties. One claims that property A causes
property B by showing the correlation between the
properties, assuming all other variables are the same. We
therefore translate correlations into the language of
causality. We can also draw a graph of all correlations,
thereby getting a path analysis31.

What then is the difference between our new paradigm
and the old one?

The main point in the new paradigm is the stress on
the interaction in-between the agents. The properties of the
agents themselves are not so important as the interaction
in-between, we can thus formulate social sciences in terms
of statistical mechanics and thermodynamics32. Sociology
should be the set of emergent properties (thermodynamics)
out of local interactions between neighboring elements
(statistical mechanics). Thus if we change the local
interactions we will change the global properties. Looking
at social science as a theory of emergent properties is
revolutionary. It is a bottom up claim, which is well
established in other sciences such as neural networks,
artificial intelligence, etc. We thereby reduce each of the
agents into a set of very simple properties. Many other
properties are not relevant. It makes all agents very similar,
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in fact the same, they therefore loose their identity. This
will constitute the main criticism against the theory.
However in a theory based on emergent properties there is
no place for idiosyncratic values. This new paradigm is a
holistic one, in contrast to the old paradigm which is
reductive.

This is the content of the proverb ‘More is different’33.
The whole is more than the sum of the parts. Emergent
properties are such.

A few words about the term ‘Social-Physics’. It was
first coined by A.Comte. In 1856 Comte34 suggested that
social sciences should follow hard core sciences in their
methods. His new notion of social science was very much
positivistic. He described the pyramid of all sciences from
mathematics through astronomy, physics, chemistry, biology,
then social science. For Comte, social sciences were a
natural extension of all other sciences, only growing in
complexity. Indeed social scientists adopted some statistical
quantitative methods used in the mid 20th century in hard
core science, but never followed new methods and new
ideas from statistical mechanics, condensed matter physics,
etc. E.Durkheim was also suggesting a positivistic,
structural and holistic view of the social sciences35.
Similarly, H.Spencer was suggesting a ‘social Darwinism’,
that is, to look at society from the view point of evolution,
as a set of organisms struggling to survive36.

From Local Interactions to Global Emergency :
In37 Buchanan was inspecting the type of local relations.
He showed that one can classify these local relations into
several types which he coined: the ‘adaptive atom’, the
‘imitating atom’ and the ‘cooperating atom’. These three
are types of local behavior, or types of strategies. Their
emergent properties could explain many social and
economic phenomena.

The adaptive behavior is our ability to see patterns
and to adjust our response to the observed patterns.
Adaptivity is about the dynamics of the local interactions,
however the emergent property is a result of our collective
adaptivity. A good example is the El-Farol game38, there
Arthur was trying to emphasize the role of inductive
reasoning as opposed to deductive reasoning, in particular
in cases where there is not enough information or where
the situation is complicated and ill defined. In the simple
game a group of people are choosing between going to
the pub (El Farol) or staying at home. If they went to the
bar and it was too crowded they are disappointed. The
next time they will use one of several possible strategies
to decide whether to go or stay at home. Suppose there is
a family of possible strategies from which they can choose.

Any player is choosing his strategy independently. Note
that everyone knows the number of people that went to
the bar the last few times, in other words the players have
the same amount of memory. It turns out by simulation
that the occupation number will quickly fluctuate around
the optimal number - the maximal number of persons the
pub can serve without being too crowded. Suppose the
number of players is 100, and the optimal number the pub
can serve is 60, then the average number of people going
to the pub will fluctuate around 60. Moreover several in-
teresting things will happen. First, there will be no clear
pattern to the fluctuation, otherwise some of the players
will soon use the pattern for their benefit, and then destroy
this same pattern by using it. Second, it turns out that
exactly 60 percent of the strategies will induce success,
(the pub serves less than 60 people) and 40 percent will
induce failure (the pub serves more than 60 people). This
is due to the fact that the strategies are randomly chosen.
The adaptive behavior could also explain the power law
distribution of some phenomena, for example in economics
it ‘explains’ (predicts) the appearance of unpredicted events
and their respectively high (inverse power law) probability.

Cooperation is well defined in the context of the
Tragedy of the Commons39. If the group sharing a common
property is small and if there are close relations between
the agents, then cooperation will sustain. However as the
group gets bigger and people get stranger no cooperation
will prevail. One solution to the tragedy is to let some
third party manage the commons for the benefits of all.
Another solution would be by letting the participant join a
repeated game, where one is punished in future games for
not being cooperative in the current turn. However, the
cooperation we get by using such punishments is not
natural. Such a cooperation is no more than a sophisticated
strategy. Is there a true cooperation between people? It turns
out that indeed there is such an intrinsic property in each
of us40 and is deeply connected to the notion of altruism,
doing something for the benefits of the whole group with
no clear future benefit for oneself. Buchanan talks about
true cooperation as a natural one, driven by evolution. This
would be a result of natural selection giving a benefit for
cooperative and coherent groups over non-cooperative ones.

The imitative behavior: we tend to imitate our
neighbors, not as a strategy to gain some payoff but as a
primitive property rooted in evolution. This is true in minor
things as what we wear, what kind of technology to use,
what to buy, and probably also in major things as number
of kids to have. In41 a threshold model was suggested to
describe the behavior of individuals, where they join a
collective behavior, each having his own threshold, they
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join in turn when their threshold is crossed. Similarly, in42

a collective opinion shift was discussed in terms of
particles’ spin and magnetization. An ensemble of small
magnets in low enough temperature will self-organize in
the same direction or in a direction of an external close
magnet. The magnets will cluster non-continuously to join
the whole set. This resembles a formation of an opinion, a
fashion change, etc.37.

We can contrast the above types of local strategies
with the general notion of rationality in economics. The
assumption of rationality in economics was recently
criticized by many. The assumption is most appealing for
the construction of analytical models, however in many
cases we as human behave non-rationally with respect to
our resources43-46.

The Kolkata Paise Restaurant Problem

The KPR problem is a repeated game defined as
follows: each day, a set of agents are looking for restaurants
for their lunch. We suppose each restaurant can serve only
one agent each day. If more than one agent reaches the
same restaurant that day, then one of them is picked
randomly. The number of restaurants is N, the number of
agents is gN, where g is a parameter of the problem. The
next day each agent picks a restaurant according to a set
of meta-rules; for example, the agents count the number
of agents ni reaching their restaurant i. Then they pick the
same restaurant with probability 1

in , or one of the other

restaurant with overall probability 1 – 1
in , assuming

uniform distribution. This means that the agents tend to
run away from a crowded restaurant. The KPR problem is
a repeated game in the language of game theory, having
many versions. In the version we just described the agents,
having picked a restaurant decide on the next day restaurant
according to its crowding, not looking at other restaurants,
however if they decide not to go back to the same
restaurant then they pick any other with the same
probability no matter where it is located. We can change
any of the conditions or add other conditions. In one
version, the restaurants are ranked47, and the agents pick
the restaurants according to their rank. Other versions
suggest different meta-rules, for example a fixed probability
to avoid a restaurant which was over-crowded. In most of
the models the probability to pick the next restaurant
depends only on the number of agents reaching that
restaurant, whether the agent was served there or not.

The KPR problem could be interpreted as resource
allocation problem48. Suppose a set of computers are given
a task to perform as in a case of Big Data. Now the task

manager computer has to divide the task to sub-tasks and
allocate a free computer to each of the subtasks. Consider
also a set of factories and a set of workers looking for a
daily job each morning. In case more than one person
arrives at the same factory then one is picked randomly
(all workers have the same skills). In the old Operations
Research theory49, allocation problems such as
transportations were defined to minimize a certain cost
function. Those problems were solved using linear
programming (LP) methods50. In the KPR games discussed
below the agents are allocated randomly, there is no analytic
solution, therefore we resort to computer simulation and
numerical methods. Our goal is to understand the ‘emergent
properties’ such as occupation density, stable states, phase
transitions, equilibrium points, etc.

Suppose now we look at the number of unsatisfied
agents, the ones that could not be served at any day. We
can look at the fraction of them with respect to the overall
number of agents. We fine a phase transition between the
absorbing state, where all agents are satisfied, and an active
state where a fraction of agents are frustrated. Clearly if g
is small there are many restaurants and a small number of
agents, and therefore shortly enough, after a few steps all
agents are satisfied and will stay satisfied. If g is increased
then the number of agents gets bigger, some will appear at
the same place with high probability, and will start looking
for a better place to be served. A fixed fraction of them
will stay unsatisfied although changing individual identity.
This phase transition is a change in the global behavior of
the system (as a function of g).

Let us look at some basic results of the KPR problem,
see also51,52. The KPR was introduced originally in53.

Basic Results of the KPR Problem : Random choice
case: For n players and N restaurants, suppose the
probability to pick any of the restaurants is equal to p =

1
N  then the probability that m players will choose the same

restaurant is:

(1 ) .m n mn
p p

m
−⎛ ⎞

−⎜ ⎟
⎝ ⎠

For N and n big enough the Binomial distribution
becomes Poissonian for n

Nλ =  (use λ = n . p) and the
above expression becomes:

( ) ( )exp .
!

mn N
n N

m
−

Therefore one can compute the probability that a
particular restaurant will not be visited by any of the players
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(m = 0), and the complementary probability that any
number of players will visit this restaurant. Since all
restaurants are the same then this last probability will be
the average number of occupied restaurants f– as N and n
are big enough. It is easy to see that f– behaves as a
Gaussian function with expectation value around 0.6353 (use
the Poisson distribution above with n = N and m = 0 to
get the expectation value 1 – e–1).

Rank Dependent Stochastic: Suppose the k-th
restaurant is ranked by kξ where ξ ≥ 0, and suppose the
probability to pick the k-th restaurant is:

k
kp
k

ξ

ξ=
∑

(for ξ = 0 we get the uniform distribution). It turns out
that the k-th restaurant (for ξ = 1) will be occupied with
probability f–k = 1–exp(–2k/N) (use λ = n . p) and the
average over all restaurants is:

0.57,kf f N= ∑ =

therefore the average occupation number is smaller when
the restaurants are ranked47.

Strict Crowd Avoiding: The next day all the players
(including those that were served the previous day) choose
any of the restaurants that nobody went to the previous
day. If f– is the fraction of occupied restaurants at the far
future then the next step there are only N(1 – f–) restaurants
available, from which they pick randomly. We can now
use the above arguments for the random choice case and
the condition for being a stationary state to write an
equation for f–:

( ) ( )(1 )1 1
n

N ff e f−
−⎛ ⎞

⎜ ⎟= − −
⎜ ⎟
⎝ ⎠

It turns out that f– = 0.4647.

Stochastic Crowd Avoiding: Suppose now the players
are going to the k-th restaurant with probability:

1
k

k
p

n
=

where nk in the number of players that went to the k-th
restaurant the previous day, and to all other restaurants with
uniform distribution. This means that the players are
‘running away’ from a previously occupied restaurant with
velocity that depends on the amount of occupation. They
will run away faster (low probability to stay) if it was highly

occupied. By simulation one can show that the average
occupation number is a Gaussian with a higher expectation
value around 0.8. One can also give an analytical argument
proving this expectation value (under the condition that no
more than 3 players are visiting the same restaurant, a
condition which is indeed shown probabilistically by
simulations)47.

Extended Stochastic Crowd Avoiding: Under the
above conditions of the stochastic crowed avoiding, we can
extend the case assuming:

1
k

k

p
nξ

=

where ξ is positive. If ξ is low then it will decrease the
‘running away’ velocity; as ξ goes to 0 simulations show
an increase in the utilization function  f–, this however also
increases the convergence time. At the other end, as ξ goes
large, the value of  f– decreases to 0.67647.

Phase Transition : Now recall that n = gN, changing
g will change the general behavior of the system. The KPR
game shows a (non-equilibrium) phase transition54,55,56.
Below a certain critical value g = gc < 1 the system will
relax on an absorbing state where each of the player finds
a restaurant to serve him (for example take a repeated
stochastic crowed avoiding game with very few players).
Above the critical value there will always be active places
i.e. places where more than one player show up in the
same restaurant. Let ρa(t) be the portion of such restaurants
(subscript a for ‘active’). Therefore

( ) 0
ca g gtρ <→

( )
ca g g atρ ρ∞<→

Note that ( )a tρ  is the order parameter of the phase
transition. The theory also suggests that near the critical
point 0 behaves like (g – gc)

β for some 0 < β < 1.
Simulations show that indeed this is the case, therefore a
true phase transition occurs.

As for the dynamics of ( )a tρ ; from the general
theory of phase transition57 we expect that near the critical
point gc, the order parameter ( )a tρ  will be controlled by

a scaling function ( )F ξ
τ :

( )a
tt t Fαρ
τ
⎛ ⎞= ⎜ ⎟
⎝ ⎠

where τ is the ‘relaxation time’:

( ) || ~ Z
cg g L

ν
τ

−
= −
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L is the size of the system, and ||, ,α β ν  and Z are
the phase transition critical exponents57. For example if

( )F ας ς=   then we expect the scaling equation  ||.ν α β=

to be true.

In case the agents are running away from a restaurant,
the next day they can choose any restaurant without any
limitation on its distance. This is known as a ‘mean field’
case. Alternatively, we can assume all restaurants are
located on a lattice, and the agents can pick a restaurant
only at a nearby location, this is known as the lattice case.
In both cases we observe a phase transition as g increases.
These phase transitions have order parameters that resemble
known order parameters as in sandpile theory58.

KPR and Minority Games : Suppose there are two
ways to drive to my work, A and B. Each morning I have
to choose between A and B. Both ways are usually crowded
since many of my neighbors, in fact 2M neighbors, are
working at the same place. We have no way to
communicate, however at the end of each day we hear on
the radio the traffic details including the number of cars
driven on each road. I can use this information to decide
which way to drive the next day. Minority games could be
looked at as a special case of the KPR problem where
there are only two restaurants and each could serve up to
M persons. For a general review see also59. Suppose at
day t road A had M + Δ(t) + 1 cars, and road B had M –
Δ(t) cars. Suppose the agents are using the following
stochastic strategy: if at day t they chose the road with the
minority of cars (B in the example) then they choose to
use the same road at day t + 1, otherwise they switch from
majority A to minority B with probability p where:

( ) .
( ) 1
tp

M t
Δ

=
+ Δ +

This is plausible since the running away from the
crowded road depends on how much it is overcrowded
(Δ(t)). If each of the agents uses the above probability we
expect that the average number of people shifting from
majority to minority will be:

( )( ) 1 ( )p M t t⋅ + Δ + = Δ

it seems now that both roads will have about the same
number of cars, however there are fluctuations of about
Δ  cars. Hence we go back to the same problem with

( 1)tΔ + = Δ . This means that after about log(log(N))
steps Δ(t) will equal 1, and the next step one of the roads
will occupy M cars and the other M + 1. This is a frozen
state since no agent in the majority road has incentive to
switch to the other road.

Avoiding Cheaters : Could one agent cheat? can we
guarantee that this will not happen? The cheating agent
could stay in majority, hoping that enough agent will switch
majority to minority turning his road to the minority one.
Similarly he could switch from minority to majority against
the rule. He could also switch from majority to minority
without using the probability test. We have to fix the
parameters of the game so not to allow cheating60. It turn
out that we can compute the probability of switching
between majority to minority for each of the steps, that is
for each Δ, so to make the cheating worthless. We suppose
all agents know the computation. This is computed under
the assumption that there is only one cheating agent.

Continuous Fluctuation : Biswas et al.61 suggested
a method that could guarantee steady fluctuations with a
continuously controlled amplitude. This could guarantee a
way to avoid the freezing of the game (Δ = 0). Suppose
each player in the majority set uses the following
probability to switch to minority:

( )
( ) 1q

q tp
M q t

Δ
=

+ Δ +

where q is a continuous variable. If |A| = M + Δ(t) + 1
and |B| = M – Δ(t) then if S(t)- the number of agents that
switch from A to B equals 2Δ(t) then the same state is
formed, only the sizes of A and B swap (almost). We can
call it a ‘steady state’. It turns out that there is a phase
transition around q = 2, if the players are using probabilities
with q ≤ 2 the fluctuations will eventually go to 0, and if
the players are using higher q then there will be steady
states parametrized by q.

Guessing ΔΔΔΔΔ : Suppose each agent can only guess the
excess amount Δ, suppose also the guessing is uniform61,
that is the i-th agent guess is:

( ) ( )(1 )i it t εΔ = Δ +

where iε  is uniformly distributed in [0, 2x]. Now each
agent uses a different coin with probability:

( )
( ) 1

i
i

i

t
p

M t
Δ

=
+ Δ +

It turns out that there is a phase transition between
an absorbing state and an active state around x = 1.

KPR and Social Efficiency: Non-stochastic :
Suppose we play the KPR game with N restaurants and N
agents, assume that the restaurants are ranked by 0 < kN ≤
kN–1... ≤ k2 ≤ k1 such that k1 ≤ 2kN. Then the state where
each restaurant has exactly one agent is a Nash equilibrium.
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This is clear; if agent j having picked restaurant j switches
to restaurant i where there is another agent, then his
expected payo will be ki/2, now;

1
2 2
i

n j
k k

k k≤ ≤ ≤

therefore his payoff reduces. We could permute the agents
between the restaurants, these N! states are all Nash
equilibria. Note however that there is no social efficiency,
the agent that sits in the highest rank restaurant has the
highest payoff. We could rotate the agents non stochastically
between the restaurants to solve this problem. Indeed this
is done in62. The player agree to a cyclic meta-strategy
where player j having played strategy j at t – 1 will play
strategy j – 1 at t. There is also a boundary condition;
player 1 will play strategy N at time t. Let σ  denote this
cyclic strategy. It was then proved in [62] that for k1 ≤
2kN, the strategy  is a Nash equilibrium.

Suppose now one of the player deviate from σ , what
can we do? We could punish such players. Consider the
following meta strategy for the case of a two restaurant
(R1 and R2) cyclic game:

a) Player 1 (2) goes to R1 (R2) at odd games

b) Player 1 (2) goes to R2 (R1) at even games

c) If any of the players deviates, then the other player
plays R1 from that point onward.

The condition on k1 and k2 makes it a real punishment.
For the cases N = 2 and N = 3 it was proved in62 that
such a cyclic strategy with punishment is an equilibrium
point in the phase space of all strategies.

KPR and Social Efficiency: Random Traders : A
player that plays randomly between A and B will be called
a random trader. Such players can resolve the problem of
social efficiency at the freezing point. If Δ(t) = 0 suppose
|A| = M + 1 and |B| = M, then the state is frozen. A random
trader that switches between A and B let each of the other
players enjoy being in the minority for about half of the
time. However the random player himself is always at the
majority. We can fix this by taking more random players.
Let R be the fraction of random players in M. Consider
the steady states discussed above (continuous steady states
controlled by a parameter q). We have seen that below q
= 2 the fluctuations converge to 0, however if there are
random trader the fluctuations will be bounded from below.
If R = 1 the fluctuations will be as large as M . For q >
2 where there are non trivial steady states, the random
traders will attenuate the fluctuations. This is shown by
simulations61.

Quantum Games :  Let us have a look at the Mermin
Peres Magic Box game63,64. This is a good example
showing the ingredients of quantum game theory. Given a
3x3 matrix, a magic box, Alice and Bob are asked to
suggest entries under a set of rules. First, each entry is
either 1 or -1, each row has an even number of -1’s, and
each column has an odd number of -1’s. Second, Alice
and Bob must agree on the entry that is common to both,
for example if Alice specify the entries of the second row
and Bob specify the entries of the third column, there is
one entry (2,3) that is common for both of them and they
have to agree on it. Third, each are given an index of a
row or a column in advance, we could think of a referee
that randomly sends instructions, say the second row to
Alice and the 3rd column to Bob. Alice and Bob both win
if they specify good entries for that particular pair of
instructions. Note that they have no communication. They
could agree in advance on a set of strategies but they can
not communicate in between the repeated games.

Classically they could act according to a pre-planned
Box say:

1 1 1

1 -1 -1

-1 1 ?

Given a column and a row they will then specify the
above predened entries. However as we can see there is
no way to complete the box so to satisfy the rules!
Therefore a pre-planning will be good for only 8/9 of the
games.

Quantum mechanically however, there is a way to do
it with 100% success! Alice and Bob can use a set of
entangled states, one for each play. They will measure the
entanglement using a set of measurement operators and use
the outcomes to specify the entries to the box. It turns out
that there is a set of measurement operators and a set of
entanglements such that they can always win65. What then
is the magic?

The rules of the game are local, and could be satisfied
by the local quantum scheme. The magic is in the fact that
local strategies could be better than global ones. In both
the classical and the quantum version of the game there is
no communication between the parties, the entanglements
produces the correlations between the answers given by
Alice and Bob, therefore we have correlations with no
communication. There is also the question of complexity.
It could be hard to implement the entanglements. Therefore
there is the question of finding the simplest entanglement
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and measurement operators that guarantee the best success
probability.

KPR and Quantum Strategies : In game theory it
is well known that using quantum strategies can change
the landscape of the payoffs66,67. Suppose we are given
two piles of coins, each coin has a registration number,
each coin in the first pile has a corresponding coin in the
second pile with the same registration number. If we pick
a coin from one of the piles say coin 1 and the
corresponding coin from the second pile (with the same
registration number 1), then tossing them will give the same
results, they both end on Head, or they both end on Tail.
These are magic coins, however we can create such coins
using the quantum entanglement:

( )1 100 11
2

+

Both parties measure the entanglement (the particle
each holds), then they use the measurement’s results to pick
the strategy. Using such a process we can force correlations
between the pure strategies used by the players. For
example if {S1, S2} are two strategies used by both Alice
and Bob, an example of a quantum strategy will be the
strategy: a random choice between (S1, S1) (Alice and Bob
both use S1) and (S1, S1) (Alice and Bob both use S2). We
can force such a strategy by entanglements although we
have no communication between the parties. This strategy
is not a product of any two strategies and classically would
require correlations between the pure strategies. From the
point of view of each player, he plays with a mixed strategy
(in the language of quantum information theory we use
partial trace to describe the strategy used by each of the
parties68). From the perspective of the payoff matrix it is
indeed a special mixed state of the joint strategies. The
probabilities and therefore the payoffs will be different than
classical.

Quantum KPR : Here we use quantum entanglements
to improve the results of resource allocation problems.
Suppose we divide an entanglement between the players,
suppose also they all cooperate and agree to use this
entanglement in their decision of what strategy to use for
the next round. We can use the entanglement to force an
allocation which is almost optimal. There is no
communication between the parties, however we almost
write the allocation into the entanglement.

We can play a minority game using entanglements.
Suppose an entanglement is distributed among the players.
Each will use a local unitary operator on his particle
followed by a measurement. The result of the measurement

will dene his choice. For example consider the case where
there are 4 players. Consider the following entanglement:

(1 0001 0010 0100 1000
8

ψ = + + + −

)1110 1101 1011 0111− − −

Each player measures his particle in the basis Zσ .
Suppose they all agree that |0> means ‘use road A’ and
|1> means ‘use road B’. Then the entanglement collapses
into one of the above states where exactly one player is a
winner. For example if the entanglement collapses into
|0001> or |1110>, player 1 (the rightmost) will win, all
the other will loose. This will occur with probability 1/4.
Classically, the probability that player 1 will go to A while
the other 3 player will go to B is 1/2(1/2)3 = 1/16, the
same probability if player 1 goes to B, therefore the
probability that player 1 wins is 1/8. Hence the quantum
strategy is better. Note that we wrote the correlations
needed into the entanglement. We have to assure all players
cooperate in using the same measurement process. One also
needs to show that any player cannot gain by cheating,
that is, by using a different strategy. Note that we are
forcing the correlation of strategies without any
communication.

In general the players are given an initial entanglement
on which they can operate by a unitary operator followed
by a measurement. Different unitary operators means
different strategies. The problem we face is to find the
initial entanglement and the set of unitary operators so to
maximize the payoff matrix, above the classical one. In69

a qu-trit formulation was used to formulate a minority game
of 3 players and 3 roads. An initial GHZ type entanglement

( )3 1ˆ 0 000 111 222
3

J ⊗ = + +  was used. The authors
presented a unitary operator to be used by all players
(written in the 8 dimensional Lie algebra parameters of
SU(3)), such that the payoff measurements showed an
increase in success probability (up to 6/9) above the
classical one (up to 4/9).

A New Version of KPR

In70 a new version of the KPR game was introduced
whereby both sides of the game are ranked. Let X and Y
denote two parties, each party rank the elements of the
other. The Ys are choosing the Xs by the X rank. Whenever
too many Ys choose the same X, then that X will pick
some of the Ys by their rank. Here are some motivating
examples:
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Consider evolutionary psychology, where each
male will search for the ‘best fit’ female in the
neighborhood, and each such female will pick one
male that is best fit for her.

Ph.d. graduates are looking for the best university
they could get where the universities will pick the
best candidate applying for the job.

In traffic allocation problems, drivers are looking
for the best route from home to job. It could be a
toll road and the drivers are paying according to
the type of the car, a higher one for a slow or
heavy car. In this sense the route ‘picks’ the best
fitted cars.

We, as clients, choose among several companies
for the service we need. The companies will check
our credit to make sure we can pay, and will prefer
doing business with repeating clients they already
trust.

Suppose we have N employers and gN employees.
The employees are ranked by their ability to do any work,
such as physical condition, age, skills, etc. The factories
(employers) are also ranked by their payoffs or social
benefits etc. We assume the rank of the factories are well
known to all employees. All factories have the same
capacity Oc to employ. The game is repeated each day. If
several workers are arriving at the same factory (above its
capacity) then the owners of the factory pick the best
workers by their rank, otherwise they are all employed
there. The employees will pick the next day’s factory
according to their previous day experience. In general, they
will surely go back to the same factory if it was under-
crowded, otherwise they will go back there with some
probability if they were employed there, with less
probability if they were refused, and to all other factories
by the factories’ rank.

We found70 a phase transition between the absorbing
state where all workers find their preferred factories, and
an active state where a fraction of the workers are
unemployed (frustrated). The phase transition depends on
the density g, and occurs around g = 0.92. We also studied
several correlation properties. The first is a correlation
between the rank of the workers and the rank of the
factories. Higher ranked workers settle, on average, in
higher ranked factories. We also found correlation between
the rank of the workers and their idle time, on one hand,
and their persistence time on the other hand. Higher ranked
workers are less idle and have a larger persistence time.
Moreover, we found that increasing the persistence time
of the workers by the owners of the factories, i.e., preferring

workers they already know, will have global emergent
results, with a stronger effect on lower ranked workers.

Many questions were left for future research. What
will be the effect of presenting a two dimensional grid of
factories and restricting the search for a job over a close
neighborhood. It is also plausible to extend the strategy
used by the employees to pick the next day employer. For
example, one can introduce memory into the game.
Employees might remember factories that refused to employ
them. Similarly employers might remember employees that
left the factory although their rank was satisfactory, letting
down the employer. This memory could last for several
steps or for ever. Different groups of employees could have
different strategy. Some factories could have a lower limit
to the rank of workers they can employ. Some factories
could have a higher limit, refusing to employ overqualied
workers. The ranks could also be dynamic. We can decrease
the rank of idle workers, eventually leaving the game (a
grand canonical model), the same goes for idle factories.
The capacity of the factories could depend on their rank,
higher ranked factories could have higher capacity. Some
of the workers could have side information on the factories
near by, they might change their strategy accordingly etc.

Discussion

Econophysics and in particular the KPR problem
suggests many new research directions. We can specify
many variants on the strategies used by the agents. The
agents can use a different amount of memory and
computation power to decide on their strategy. They could
cooperate by entanglement, therefore defining a quantum
strategy with local unitary operations and operator
measurements. Some of the agents can pick a different
strategy, therefore there is the question of coalitions. Some
may try to cheat therefore forcing the rest to include this
possibility in their choice. Some agents may wander
randomly. The agents can have a limited amount of
information on the behavior of the other agents. The whole
game can be played on a lattice therefore forcing the agents
to consider only neighboring places. The agents can adapt
or cooperate or imitate the behavior of their neighbors.
Some agents or all could change their strategies according
to the behavior of the whole system. We could also change
the parameters of the game, ranking each party, or both.
In case there is a lattice we can implement impurities in
several places in a form of a different ranking. The
parameters of the game could be fine tuned as a result of
the evolution of the game, therefore forcing a positive or
negative feedback. We can also look at time scales to build
a steady state of the system. We can extend our model to
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a grand canonican one, changing the number of agents from
game to game as was done in71. All in all we are looking
for emergent properties like phase transition from an
absorbing state into an active one. We can look at the order
parameters of such phase transitions comparing them to
those well known in statistical mechanics.

Econophysics suggests the future use of other
statistical models as research tools in social science, we
name just one, the random sequential adsorption model72.
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